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We have investigated the driven dynamics of a superconducting flux qubit that is tunably coupled to a

microwave resonator. We find that the qubit experiences an oscillating field mediated by off-resonant

driving of the resonator, leading to strong modifications of the qubit Rabi frequency. This opens an

additional noise channel, and we find that low-frequency noise in the coupling parameter causes a

reduction of the coherence time during driven evolution. The noise can be mitigated with the rotary-echo

pulse sequence, which, for driven systems, is analogous to the Hahn-echo sequence.

DOI: 10.1103/PhysRevLett.108.170503 PACS numbers: 03.67.Lx, 05.40.Ca, 74.50.+r, 85.25.Cp

Circuit quantum electrodynamics implemented with
superconducting artificial atoms and microwave resonators
has emerged as a framework for studying on-chip light-
matter interactions [1–3]. It has enabled a range of experi-
ments including lasing [4], the creation [5–7] and detection
[8] of arbitrary Fock states, and microwave photon-
correlation measurements [9,10]. Microwave resonators
also provide a means to couple distant qubits [11,12]
and, in this role, have been used to implement quantum
algorithms in superconducting circuits [13] and to develop
quantum computer architectures [14]. However, the cou-
pling of a qubit to a resonator also influences the qubit
coherence, for example, by modifying its relaxation rate
through the Purcell effect [15]. Such adverse effects can be
avoided by making the qubit-resonator coupling tunable
[16–19], which also provides advantages when coupling
multiple qubits through a single resonator, since it allows
the effective qubit-qubit interactions to be turned on
and off.

In this work, we study the driven dynamics and the
dephasing of a flux qubit [20] that is tunably coupled to a
lumped-element harmonic oscillator [21]. We find that the
resonator mediates an indirect driving field that interferes
with the direct drive set by the qubit-antenna coupling,
thereby modifying both the amplitude and the phase of the
net driving-field. The tunable coupling allows the indirect
driving to be switched off, but it also opens an additional
channel for noise to couple into the system. Fluctuations in
the coupling parameter translate into effective driving-field
amplitude noise, which reduces the qubit coherence during
driven evolution. We show that the qubit dephasing due to
amplitude noise (whether due to tunable coupling or

otherwise) can be mitigated by a rotary echo [22], a pulse
sequence originally developed for nuclear magnetic
resonance.
The device, shown in Fig. 1(a), consists of a flux qubit

and a SQUID embedded in a two-mode LC resonant
circuit. The diabatic states of the qubit correspond to
clockwise or counterclockwise persistent currents in the
qubit loop [dashed arrow in Fig. 1(a)], with energies con-
trolled by the flux in the loop. The resonator mode of
interest is the SQUID plasma mode, depicted by the two
solid arrows in Fig. 1(a). The SQUID serves dual purposes:
it acts as a tunable coupler between the qubit and the
resonator, and it is also used as a sensitive magnetometer
for qubit readout [23].
We have investigated two devices with similar layouts

but slightly different parameters, both made of aluminum.
Device A was designed and fabricated at MIT Lincoln
Laboratory and device B was designed and fabricated at
NEC. Figure 1(b) shows a spectroscopy measurement of
device A versus applied flux, with the qubit flux detuning
�qb defined as �qb ¼ �þ�0=2 and �0 ¼ h=2e. The

qubit frequency follows fqb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ "2

p
, where the tunnel

coupling � ¼ 2:6 GHz is fixed by fabrication and the
energy detuning " ¼ 2IP�qb=h is controlled by the applied

flux � (IP is the persistent current in the qubit loop). The
resonator frequency is fr around 2.3 GHz and depends only
weakly on�qb and Ib. In addition, there are features visible

at frequencies corresponding to the sum and difference of
the qubit and resonator frequencies, illustrating the coher-
ent coupling between the two systems [3,24].
The system is described by the Jaynes-Cummings

Hamiltonian [1,21,25]
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2
ðaþ ayÞ�z:

(1)

Here, a and ay are the creation/annihilation operators of
the resonator field and g1 is the dipole coupling between
the qubit and the resonator. In this work, we do not con-
sider higher-order coupling parameters [21,25,26].

The coupling g1 is mediated by the SQUID. When the
two SQUID junctions are symmetric, the current of the
resonator mode splits equally into the two SQUID arms,
and therefore no net flux is induced into the qubit loop. The
qubit is thus effectively decoupled from the resonator.
However, in the presence of a magnetic field, applying a
dc bias current Ib creates an asymmetric phase drop over
the two SQUID junctions. This causes the resonator cur-
rent to be slightly larger in one of the arms, which will
produce a flux in the qubit loop. The coupling to the
resonator can thus be controlled in situ by changing Ib [27].

Figure 1(c) shows the flux induced into the qubit loop as
a function of the dc bias current Ib for the two devices.
Given the similarity in the design, both samples display
similar behavior, with the bias current generating a para-
bolic shift in �qb [28,29]. Since �qb controls the qubit

energy detuning ", the first-order qubit-resonator coupling
strength is determined by the derivative @"=@Ib ¼
ð2IP=hÞð@�qb=@IbÞ. The bare coupling coefficient between
qubit and resonator is then g1 ¼ ð@"=@IbÞ�I0, where

�I0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�2hf3rCeff

p
is the rms amplitude of the vacuum

fluctuations and Ceff ¼ 2C is the total capacitance of the
resonant circuit [25]. The derivative @"=@Ib and the cou-
pling g1 are plotted in Fig. 1(d), determined at dc from the
measured relation between �qb and Ib shown in Fig. 1(c).

Note that in both devices g1 can be tuned over a range of a
few tens of MHz, and that the coupling is turned off at Ib ¼
I�b. The device parameters are given in the figure caption.

Having determined the coupling coefficients, we turn to
analyzing how the presence of the resonator influences the
qubit’s driven dynamics. Figure 2(a) shows the extracted
Rabi frequency fRabi of qubit A as a function of Ib, mea-
sured at fqb ¼ � ¼ 2:6 GHz. We find that fRabi changes

by a factor of 5 over the range of the measurement, which
is surprising since both the amplitude and the frequency of
the microwave current Imw

antenna in the antenna are kept
constant. The data points were obtained by fitting Rabi
oscillations to decaying sinusoids, a few examples of Rabi
traces for different values of Ib are shown in Fig. 2(b). We
carefully calibrated the flux at each data point, to make
sure that the qubit was driven on resonance and at the
degeneracy point (" ¼ 0).
To explain the results of Fig. 2(a), we need to consider

the indirect driving of the qubit mediated by the harmonic
oscillator. As seen in Fig. 1(b), at zero flux detuning the
qubit frequency (fqb ¼ 2:6 GHz) is relatively close to the

resonator frequency (fr ¼ 2:3 GHz). We therefore expect
the microwave drive in the antenna to off-resonantly in-
duce a microwave current Imw

r in the resonator, which is
proportional to the square root of the average photon

population,
ffiffiffiffiffiffiffiffiffiffiffiffi
hayai

p
. By setting Ib � I�b, the coupling be-

tween the resonator and the qubit is turned on, and the
resonator current Imw

r will start driving the qubit. To de-
scribe this indirect driving, we treat the resonator classi-
cally and write the qubit Hamiltonian in Eq. (1) as

Hqb=h ¼ �1=2½��x
þ ½"dc þ "mw cosð2�ftÞ��z�: (2)

Here, the drive amplitude "mw experienced by the qubit
becomes a combination of the drive "mw

direct, due to direct

coupling between antenna and qubit, and the drive
ð@"=@IbÞImw

r mediated by the resonator. We get

"mw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
"mw
direct þ cos�

@"

@Ib
Imw
r

�
2 þ

�
sin�

@"

@Ib
Imw
r

�
2

s
;

(3)

FIG. 1 (color online). (a) Circuit diagram of the qubit and the
oscillator. The qubit state is encoded in currents circulating
clockwise or counterclockwise in the qubit loop (dashed arrow),
while the mode of the harmonic oscillator is shown by the solid
arrows. (b) Spectrum for device A, showing the qubit and the
harmonic oscillator. In addition, the two-photon qubit (fqb=2)

and the qubit � resonator (fqb � fr) transitions are visible.

(c) Flux induced in the qubit loop by the dc bias current Ib.
The black lines are parabolic fits. (d) First-order coupling
between the qubit and the ground state of the harmonic oscil-
lator, showing that the coupling is tunable by adjusting Ib. The
coupling is zero at Ib ¼ I�b, which is slightly offset from Ib ¼ 0
due to fabricated junction asymmetry. The derivative @"=@Ib is
calculated from the curves in panel (c). The qubit parameters are
IP ¼ 175 nA for device A and IP ¼ 180 nA for device B. The
resonators have quality factors Q � 100. The right-hand axis is
calculated using fr ¼ 2:2 GHz and Ceff ¼ 2C ¼ 14 pF for both
samples.
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where � � �d � �r is the phase difference between the
direct drive and the drive mediated by the resonator. The
Rabi frequency due to the drive "mw depends on the qubit’s
quantization axis, which changes with the static energy
detuning "dc:

fRabi ¼ "mw

2

�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"2dc þ�2

q : (4)

Fitting the data in Fig. 1(a) to Eqs. (3) and (4) allows us to
extract the parameters "mw

direct, I
mw
r , and �. The different

drive contributions are plotted together with the data in
Fig. 2(a). The direct drive is independent of Ib, while the
drive Imw

r ð@"="IbÞ mediated by the resonator increases
linearly with jIbj, which originates from the linear depen-
dence of g1 shown in Fig. 1(d). The minimum in Rabi
frequency occurs at a value of Ib slightly shifted from the
point I�b where g1 ¼ 0. This offset appears because of the
phase difference � between the two drive components.
The fit gives � ¼ �75�, which is consistent with a reso-
nator driven above its resonance frequency.

Figures 2(c) and 2(d) show how the two drive compo-
nents depend on microwave frequency, measured by
changing the static flux detuning �qb to increase the qubit

frequency [see Fig. 1(b)]. The direct drive only depends
weakly on frequency (due to cable losses), whereas the
drive mediated by the resonator drops sharply as the

qubit-resonator detuning increases. The black curve in
Fig. 2(d) is the frequency response of a harmonic oscillator
with fr ¼ 2:3 GHz and Q ¼ 100, with amplitude normal-
ized to match the data.
To further investigate how the presence of the resonator

affects the qubit dynamics at large detunings, we per-
formed measurements on device B. Figure 3(a) shows a
spectrum of that device, where the qubit and the resonator
mode (fr ¼ 2 GHz) are clearly visible. This device has a
larger tunnel coupling (� ¼ 5:4 GHz), which allows us to
operate the qubit at large frequency detuning from the
resonator while still staying at "dc ¼ 0, where the qubit,
to first order, is insensitive to flux noise [28,29]. The qubit-
resonator detuning corresponds to several hundred line-
widths of the resonator, which is the regime of most
interest for quantum information processing [12].
Figure 3(b) shows the Rabi frequency vs bias current Ib

of device B, measured at fqb ¼ � ¼ 5:4 GHz and for two

different values of the microwave drive current Imw
antenna.

Similarly to Fig. 2(a), the Rabi frequency clearly changes
with Ib, but the dependence is weaker than in Fig. 2(a)
because of the larger frequency detuning. Note that fRabi
scales linearly with Imw

antenna for all values of Ib. By fitting the
data to Eqs. (3) and (4), we find "mw

direct=I
mw
antenna ¼

6:4 MHz=�A, Imw
r =Imw

antenna¼2:4 nA=�A, and �¼
�155�. The large phase difference � for device B causes
the minimum in fRabi to shift away from the point at Ib ¼
I�b ¼ 5 nA where the coupling g1 ¼ 0 [see Fig. 1(d)]. We

attribute the large phase shift to influences from a second
resonant mode, which is formed by the two L and the two
C in the outer loop of Fig. 1(a) [17,30]. For sample B, this
mode resonates around 5 GHz.
The results of Figs. 2 and 3 show that the microwave

signal mediated by the resonator plays a significant role
when driving the qubit, appearing already at moderate
qubit-resonator coupling g1 and persisting even when the
two systems are far detuned. The design investigated here

(c) (d)

(a) (b)

FIG. 2 (color online). (a) Rabi frequency of qubit A, measured
vs Ib at�qb ¼ 0. The driving field seen by the qubit contains two

components: one is due to direct coupling to the antenna, the
other is due to the coupling mediated by the resonator. (b) Rabi
traces for a few of the data points in panel (a). The microwaves in
the antenna have the same amplitude and frequency for all
traces. (c) Direct coupling between the antenna and the qubit,
extracted from measurements similar to the one shown in panel
(a). The coupling depends only weakly on frequency.
(d) Microwave current in the resonator, induced by a fixed
microwave amplitude in the antenna. The black line is a fit to
the square root of a Lorentzian, describing the oscillation
amplitude of a harmonic oscillator with fr ¼ 2:3 GHz and
Q ¼ 100.

(b)(a)

FIG. 3 (color online). (a) Spectrum of device B. The spectral
line at 2 GHz is the resonator, whereas the qubit tunnel coupling
is � ¼ 5:4 GHz. (b) Rabi frequency vs bias current Ib, measured
at f ¼ 5:4 GHz and �qb ¼ 0 and for two different microwave

drive amplitudes Imw
antenna. Similar to device A, the Rabi frequency

depends strongly on Ib, and scales linearly with drive amplitude.
The black lines are fits to Eqs. (3) and (4), using the same
coupling parameters for both sets of data. Note that the range of
Ib in Fig. 3(b) is several times larger than in Fig. 2(a).
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allows the coupling to be turned off [g1 ¼ 0 in Fig. 1(d)],
but it comes with a drawback: the parameter used to
control the coupling (Ib in our setup) also provides a way
for low-frequency noise to enter the system. Consider the
relation between the fRabi and Ib in Fig. 3(b): fluctuations
�Ib near Ib ¼ 0 will cause fluctuations in the amplitude of
the drive field seen by the qubit, which will lead to dephas-
ing during driven evolution.

To quantify the dephasing, we linearize the relation
between the Rabi frequency and Ib close to Ib ¼ 0 as
f ¼ f0½1þ r�Ib�, where f0 ¼ fRabiðIb ¼ 0Þ and r ¼
ð@fRabi=@IbÞ=f0 ¼ �1:28 ð�AÞ�1 is given by Eqs. (3) and
(4), or from Fig. 3(b). We model the fluctuations �Ib as
normally distributed, with standard deviation �I.
Assuming the noise to be quasistatic, where the value of
�Ib is constant during a single trial but differs from run to
run [31,32], we find that the Rabi oscillations decay as

Z e��I2
b
=ð2�2

I Þffiffiffiffiffiffiffiffiffiffiffiffi
2��2

I

q cosð2�f0½1þ r�Ib�tÞd�Ib

¼ e�2ð�f0r�ItÞ2 cosð2�f0tÞ: (5)

In addition, the qubit energy relaxation time T1 gives an
exponential contribution to the Rabi decay, with time
constant 4T1=3 given by the Bloch equations. The Rabi
decay also depends on the flux noise at the Rabi frequency,
but this contribution can be disregarded when operating the
qubit at "dc ¼ 0, where the qubit is insensitive to first-order
flux noise [33]. The total decay envelope fðtÞ of the Rabi
oscillations becomes

fðtÞ ¼ e�ð3=4T1Þte�ðt=T’Þ2 ; with T’ ¼ 1=ð ffiffiffi
2

p
�f0r�IÞ:

(6)

Note that the Gaussian decay constant T’ due to the

effective amplitude fluctuations is inversely proportional to
f0, the average Rabi frequency. This is a consequence of
having noise in the coupling between the qubit and the
antenna; the effective amplitude fluctuations seen by the
qubit will scale with the drive amplitude.

The red circles in Fig. 4(a) show the envelope of Rabi
oscillations measured for fRabi ¼ 65 MHz, together with a
fit to Eq. (6) The qubit energy relaxation T1 ¼ 11:7 �s is
known from separate experiments [33], leaving T’ ¼
4:3 �s as a fitting parameter. In Fig. 4(b), we plot the
Rabi decay time versus fRabi, extracted from envelopes
similar to Fig. 4(a). To capture both the exponential and
the Gaussian decay, we plot the time Te for the envelope to
decrease by a factor 1=e. For the lowest Rabi frequency,
the decay time is within 25% of the upper limit set by qubit
relaxation, but it decreases with fRabi, as expected from
Eq. (6). The black solid line shows a fit to Eq. (6), giving a
value of �I ¼ 0:8 nA for the noise in Ib. The effective
fluctuations in the drive amplitude are r�I ¼ 0:06%. We
cannot rule out that part of that noise may be caused by
instrument imperfections.

Dephasing due to low-frequency fluctuations of the qubit
frequency is routinely reduced by performing a Hahn-echo
experiment [34]. Similarly, the fluctuations in drive field
that cause decay of the Rabi oscillations in Fig. 4(b) can be
mitigated with the rotary-echo pulse sequence [22],
depicted in Fig. 4(c), which for driven systems is analogous
to the Hahn-echo sequence. By shifting the phase of the
drive by 180� after a time tp=2, any additional rotations,

acquired due to slow fluctuations in the drive amplitude
during the first half of the sequence, will cancel out
during the reversed rotations in the second half of the
sequence.
The blue squares in Fig. 4(a) show the decay of the

rotary-echo sequence, measured for fRabi ¼ 65 MHz.
The rotary-echo data show a clear improvement compared
to the Rabi decay for the same parameters [red circles in
Fig. 4(a)]. We fit the rotary-echo data to Eq. (6) and plot the
extracted decay times together with the results from Rabi
measurements in Fig. 4(b). The rotary-echo signal
outperforms the Rabi decay over the full range of Rabi
frequencies, and reaches the upper limit set by qubit re-
laxation (4T1=3) at low frequencies. For intermediate fre-
quencies, the rotary-echo decay times are slightly shorter
than 4T1=3; we attribute the reduced coherence times to
fluctuations in Ib that occur on time scales comparable to
the length of the pulse sequence. Noise at frequencies
around 1=tp will not be refocused by the reversed drive

pulse, since the rotary-echo sequence has similar filtering
properties as the Hahn echo [22]. At the highest drive
amplitudes (fRabi > 100 MHz), we observe a strong in-
crease in decoherence, probably due to heating. The indi-
rect driving can also be reduced by driving the qubit with
two antennas with different amplitudes and phases [35], or
by directly applying a phase-shifted microwave signal to
the SQUID bias line.

(a) (b)

(c) (d)

FIG. 4 (color online). (a) Decay envelopes of the Rabi and
rotary-echo sequences for device B, measured with fRabi ¼
65 MHz and Ib ¼ 0. The solid lines are fits to Eq. (6).
(b) Decay times for Rabi and rotary echo, extracted from fits
similar to the ones shown in panel (a). The dashed line shows the
upper limit set by qubit energy relaxation. The dotted line marks
the position for the decay envelope shown in panel (a). (c),
(d) Schematic diagrams describing the two pulse sequences in
(a) and (b). For rotary echo, the phase of the microwaves is
rotated by 180� during the second half of the sequence.
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To conclude, we have investigated interference effects
occurring when driving a qubit that is tunably coupled to a
harmonic oscillator. Although the addition of a coupling
control parameter opens up an extra channel for dephasing,
we show that its influence is reversible with dynamical
decoupling techniques. The results are relevant for any
type of qubit that is tunably coupled to a resonator, and
they show that despite engineering limitations, imperfec-
tions can be reversed by applying proper decoupling pro-
tocols. In analogy with multipulse Hahn-echo experiments,
we expect the incorporation of additional rotary echoes to
further improve the coherence times [33].

We thank M. Gouker, X. Jin, and M. Neeley for helpful
discussions and technical support. K. H. gratefully ac-
knowledges the support of RIKEN and KFUPM (DSR
FT100009). This work was sponsored in part by the U.S.
Government, the Laboratory for Physical Sciences,
the U.S. Army Research Office (W911NF-12-1-0036),
the National Science Foundation (PHY-1005373), the
Funding Program for World-Leading Innovative R&D on
Science and Technology (FIRST), NICT Commissioned
Research, MEXT kakenhi ‘‘Quantum Cybernetics.’’
Opinions, interpretations, conclusions, and recommenda-
tions are those of the author(s) and are not necessarily
endorsed by the U.S. Government.

*Present address: Norman Bridge Laboratory of Physics,
California Institute of Technology, Pasadena, CA 91125,
USA.
†Present address: Physics Department, King Fahd
University of Petroleum & Minerals, Dhahran 31261,
Saudi Arabia.
‡Present address: The Johns Hopkins University Applied
Physics Laboratory, 11100 Johns Hopkins Road, Laurel,
MD 20723, USA.
§Present address: Research Center for Advanced Science
and Technology (RCAST), University of Tokyo, Komaba,
Meguro-ku, Tokyo 153-8904, Japan.

[1] A. Blais, R.-S. Huang, A. Wallraff, S.M. Girvin, and R. J.
Schoelkopf, Phys. Rev. A 69, 062320 (2004).

[2] A. Wallraff, D. Schuster, A. Blais, L. Frunzio, R. Huang, J.
Majer, S. Kumar, S. Girvin, and R. Schoelkopf, Nature
(London) 431, 162 (2004).

[3] I. Chiorescu, P. Bertet, K. Semba, Y. Nakamura, C. J. P.M.
Harmans, and J. E. Mooij, Nature (London) 431, 159
(2004).

[4] O. Astafiev, K. Inomata, A.O. Niskanen, T. Yamamoto,
Y. A. Pashkin, Y. Nakamura, and J. S. Tsai, Nature
(London) 449, 588 (2007).

[5] A. A. Houck, D. I. Schuster, J.M. Gambetta, J. A. Schreier,
B. R. Johnson, J.M. Chow, L. Frunzio, J. Majer, M.H.
Devoret, S.M. Girvin et al., Nature (London) 449, 328
(2007).

[6] M. Hofheinz, E.M. Weig, M. Ansmann, R. C. Bialczak, E.
Lucero, M. Neeley, A.D. O’Connell, H. Wang, J.M.
Martinis, and A.N. Cleland, Nature (London) 454, 310
(2008).

[7] M. Hofheinz, H. Wang, M. Ansmann, R. C. Bialczak,
E. Lucero, M. Neeley, A. D. O’Connell, D. Sank, J.
Wenner, J.M. Martinis et al., Nature (London) 459, 546
(2009).

[8] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff,
J.M. Gambetta, A. Blais, L. Frunzio, J. Majer,
B. Johnson, M.H. Devoret et al., Nature (London) 445,
515 (2007).

[9] D. Bozyigit, C. Lang, L. Steffen, J.M. Fink, C. Eichler, M.
Baur, R. Bianchetti, P. J. Leek, S. Filipp, M. P. da Silva
et al., Nature Phys. 7, 154 (2011).

[10] F. Mallet, M. A. Castellanos-Beltran, H. S. Ku, S. Glancy,
E. Knill, K. D. Irwin, G. C. Hilton, L. R. Vale, and K.W.
Lehnert, Phys. Rev. Lett. 106, 220502 (2011).
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